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Abstract: Most water utilities have to handle a substantial number of customer complaints every
year. Traditionally, complaints are handled by skilled staff who know how to identify primary issues,
classify complaints, find solutions, and communicate with customers. The effort associated with
complaint processing is often great, depending on the number of customers served by a water utility.
However, the rise of natural language processing (NLP), enabled by deep learning, and especially
the use of deep recurrent and convolutional neural networks, has created new opportunities for
comprehending and interpreting text complaints. As such, we aim to investigate the value of the use
of NLP for processing customer complaints. Through a case study about the Water Utility Groningen
in the Netherlands, we demonstrate that NLP can parse language structures and extract intents and
sentiments from customer complaints. As a result, this study represents a critical and fundamental
step toward fully automating consumer complaint processing for water utilities.

Keywords: artificial intelligence; customer complaint processing; natural language processing;
water sector

1. Introduction

Water utilities often consider customer complaints to be a valuable source of infor-
mation for identifying system malfunctions and improving their services. Traditionally,
complaints are handled by phone operators. The essential information abstracted from
verbal communication can only be recorded concisely. This can occasionally result in mis-
understandings and requires water utilities to maintain an adequate number of telephone
operators to handle incoming calls, particularly during rush hours or in the event of a
malfunction affecting a larger area. In recent years, an increasing number of (Dutch) water
utilities have put an online system in place for customers to easily submit complaints
(see Appendix A). This enables information to be stored in a more organized and efficient
manner. This is a critical step in advancing the digitalization of the water sector, since the
information provided by customers is often more detailed than short-hand transcriptions
made by phone operators. Additionally, the accuracy of this information is significantly
improved, particularly with regard to names, addresses, and zip codes. While complaints
tend to be collected digitally, their content still needs to be processed manually—e.g., ex-
tracting critical information, classifying the major issue, and responding to the customer
with a solution.

Natural Language Processing (NLP) is a subfield of computer science that aims to
automatically process and produce human language content. NLP can be divided into
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Natural Language Generation (NLG), which focuses on automatic text generation (e.g., the
automatic generation of responses [1,2]), and Natural Language Understanding (NLU),
which aims to achieve machine reading comprehension (e.g., syntactic and semantic sen-
tence analysis and discourse and dialogue structure) [3,4]. NLP can be used for a variety
of tasks and applications such as machine translation, information retrieval, dialog and
question answering, and opinion mining. Traditionally, NLP deals with texts in a rule-based
way [5] (e.g., regular expressions) or is simply coupled with a machine learning algorithm
(e.g., decision trees or support vector machines) [6,7], which demands a significant degree
of domain expertise and a considerable number of manual operations [8]. Recently, with
the rapid development of deep learning and the use of word vectorization (i.e., word
embedding) [9], NLP has entered a new era, as deep learning models have alleviated the
need for labelled datasets and enabled researchers to train models using large-scale corpora
of texts [1,10]. One prominent example is the Bidirectional Encoder Representations from
Transformers (BERT) model, based on the so-called Transformer neural network architec-
ture, which has more than 300 million parameters [11] and can effectively consider the
context of words by examining the words that precede and follow them [12]. Today, models
comparable to BERT are among the most useful tools used to perform NLP tasks [2,13,14].

Across multiple sectors, NLP plays a valuable role in the automation of text processing,
particularly about handling customer reports and complaints. Recent studies show that
NLP is used, for instance, (i) by power companies to auto-label the (sub)classes of customer
complaints in order to improve service quality [13] and (ii) by banks to identify negative
sentiments from social media posts to provide quality responses to customers [15]. In doing
so, NLP enables more efficient operations, reduces operating costs, increases customer
satisfaction, etc. Despite the value of NLP, as demonstrated by the applications in a variety
of sectors, the water sector, which has to deal with thousands of customer enquiries and
complaints every year, has not explored the potential value of NLP to automate customer
complaint processing yet. Therefore, we aim to identify the value of NLP in processing
customer complaints about water problems in this case study by investigating whether
an NLP model can understand the syntactic meanings of words in a particular context,
classify a customer complaint correctly, identify the customer’s emotion in the complaint,
and recognize the intent and request mentioned in the complaint.

This case study is organized as follows. Section 2 describes the materials, including
the study area, customer complaint data, and the NLP tasks and models. Section 3 presents
the syntactic and semantic analyses. In Section 4, the advantages and limitations of the
NLP models are discussed, together with some ideas for their future improvement. Our
conclusions are given in Section 5.

2. Materials and Methods
2.1. Customer Complaints about Drinking Water Issues

Our study focuses on the Province of Groningen in the northern Netherlands (Figure 1),
where drinking water is supplied by the Water Utility Groningen (in Dutch: Waterbedrijf
Groningen, referred to as WBG hereafter). WBG is one of the Dutch water utilities that
have begun collecting customer complaints digitally. Data collection and management
have noticeably improved as a result of the deployment of a database and a well-designed
website (an example is provided in Appendix A, Figure A1). When submitting complaints,
customers need to select a category for the problem, describe the issue in detail, and
include their address or customer number so that the water utility can quickly track the
reported problem.

With 597,000 inhabitants spread over an area of 2960 km2, WBG produces 44 million m3

drinking water per year and distributes it via its 5000 km-long water distribution networks.
We retrieved a database of 4730 customer complaints collected by WBG via telephone, email,
and webpage between February 2013 and January 2021 (i.e., ≈590 complaints per year).
This database is a subset of the full complaint datasets with detailed problem descriptions,
which can be used for NLP.
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Figure 1. The ten water utilities in the Netherlands. The study area is the Water Utility Groningen 
(in Dutch: Waterbedrijf Groningen) in the north of the Netherlands. Source: 
https://www.vewin.nl/sector-in-beeld (accessed on 17 December 2021). 
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Figure 2 shows the geographical distribution of customer complaints in the province. 
The majority of complaints came from densely populated cities of the province, such as 
the cities of Groningen (c.a., 231,000 inhabitants) and Veendam (c.a., 28,000 inhabitants).  
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Figure 1. The ten water utilities in the Netherlands. The study area is the Water Utility Groningen (in
Dutch: Waterbedrijf Groningen) in the north of the Netherlands. Source: https://www.vewin.nl/
sector-in-beeld (accessed on 17 December 2021).

Figure 2 shows the geographical distribution of customer complaints in the province.
The majority of complaints came from densely populated cities of the province, such as the
cities of Groningen (c.a., 231,000 inhabitants) and Veendam (c.a., 28,000 inhabitants).
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February 2013 and January 2021. The size of the blue nodes indicates the number of reports within
this period.

Figure 3 illustrates some basic statistics about customer complaints: (a) The number of
reports received per year reflects the possible range of complaints over years, ranging from
300 to 800. Moreover, it implies that water utilities need to consider/enhance their flexibility
in allocating the number of employees to handle customer complaints. (b) Mondays are
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commonly the busiest day of the week, with the number of complaints frequently double
or triple that received on Fridays. This is because non-emergency complaints submitted
on weekends are only processed (and thus registered) on the following business day—i.e.,
Monday or Tuesday (if Monday happens to be a national holiday). (c) December to February
received significantly more complaints (50+ per month) than the rest of the year (20–50 per
month). Last but not least, a peak of approximately 150 complaints (roughly five per day)
can be seen in August 2018, which was the result of multiple payment issues that month.
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February 2013 and January 2021, so the year 2021 shows a small number of complaints.

2.2. Natural Language Processing

Complaints from customers are a type of natural language data. Regardless of the
language in which the complaint is written (in our case, Dutch), linguists and computer
scientists have been looking for an interactive way of teaching computers how to under-
stand the content of a conversation and then assist us in analyzing and processing (colossal)
amounts of natural language data in a variety of domains. NLP emerged naturally as a
result of these efforts. From symbolic NLP (1950s–1990s) to statistical NLP (1990s–2010s),
state-of-the-art (neural) NLP techniques have entered a new era, benefiting greatly from the
rapid development of deep learning and the information explosion. In this study, we focus
solely on the latest development of NLP techniques and, more importantly, how they can
be used to help the water industry automate and simplify consumer complaint processing.

Customers frequently include the following information in their complaints: greetings,
a description of the situation, and a request for help and support from the water utility.
Often, the latter two are semantically and contextually related. For instance, a customer
reported: There is a leakage from my pipe. Please fix it asap. Note that we use Italic font to
denote texts derived directly from the original or translated complaints. We should be
able to infer that the pronoun it in the second sentence refers to leakage/pipe from the first
sentence and that the situation is rather urgent based on the word asap. As a result, we aim
to carry out three analyses in an order—namely, lexical analysis (Section 2.2.1), syntactic
analysis (Section 2.2.2), and discourse analysis (Section 2.2.4), which is based on word
vectorization (Section 2.2.3).
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2.2.1. Lexical Analysis

Lexical analysis [16], as the first and most important step of NLP, aims to parse a
sentence by interpreting words. To begin, words are tokenized, which involves breaking
a sentence into smaller units of words (commonly referred to as tokens). Following that,
words are lemmatized. In other words, they are transformed into their corresponding
word stems. For instance, am, are, is, was, were, and will be all derive from the same root
verb, to be. Though these words have distinct spellings and grammatical functions in a
conversation, these distinctions introduce complexity when processing texts with identical
meanings. As a result, regardless of the grammatical aspect of the word, they are commonly
characterized as their stem words. The tokenization and lemmatization of words are often
based on pre-defined rules for a particular language database (e.g., [17]). Finally, we also
need to remove stop words, which are a collection of frequently used words that carry little
meaning for textual data (e.g., the, in, a). To process texts in a variety of languages, we
need to adopt suitable stop words. In this study, we use an open-sourced stop word list,
including about 300 stop words in Dutch [11].

2.2.2. Syntactic Analysis

The syntactic analysis [18] aims to parse the functions of words in a sentence based on
the lemmatized tokens. It is critical to distinguish between, for instance, book as in book a
room and book as in read a book. By carrying out so-called part of speech (POS) analysis [19], a
trained algorithm typically looks for the type/function of the word. POS is a linguistic term
that refers to the classification of words, which includes nouns, verbs, adjectives, adverbs,
pronouns, prepositions, conjunctions, interjections, numerals, articles, determiners, and
symbols. By doing so, machines are able to determine that book is a (transitive) verb in
the first example (because of the following nominal object) and a noun in the second one
(because of the preceding article and verb).

After implementing the POS analysis, it is also necessary to parse the dependency of
words in a sentence, which is accomplished by statistically examining the word association
and the sentence structure [20]. The dependency parsing process enables the algorithm to
discern essential information as humans do, such as the root of the sentence, the principal
(nominal) subject, and occasionally an open clausal complement (i.e., the verb following the
modal verb), as well as the descriptive information. In this study, we adopt a word-based
dependency grammatic analysis rather than a constituent-based one [21]. As the names
imply, the word-based method makes it easier to express the relationship between each
word in a sentence. When conducting a dependency analysis, we typically regard the verb,
particularly when transitive verbs and their associated objects are involved, as the central
component of the sentence (so-called headwords). The dependent word, or the so-called
child word, functions as an modifier of the headword. Additionally, prepositions and their
associated objects, which can also convey important information about time and space,
also need to be considered. For example, a user may specify that the leakage occurs in the
basement or beneath the water sink. The dependency of words can often be displayed in a
table or by a dependency tree [22].

2.2.3. Vectorization of Words

While humans comprehend a language via words, computers comprehend it via
numbers. Especially in NLP, word vectors (also referred to as word embeddings) are used
to enable computers to understand language. Word vectors are a series of real numbers
representing words as a vector in a high-dimensional geometric space. Word vectors
facilitate the arithmetic operations of words. In other words, by using the l2-norm of two
word vectors (i.e., ‖wv1–wv2‖2), we can easily calculate the geometric distance between
two words. The smaller the l2-norm value is, the more semantically similar the two words
are. The word vectorization provides a way to map all words into a high-dimensional
space that is suitable for machine learning algorithms to classify or cluster texts. In other
words, word vectors are the actual connector between linguistics and NLP. To obtain the
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word vectors, we can either train a computationally expensive model based on a large-
sized self-defined corpus or use a pre-trained model that performs well on a particular
corpus. With the advancement of deep learning (DL) and NLP models, there are now
multiple accurate pre-trained models accessible for general use. In this study, we adopted
an open-sourced corpus incorporating non-scientific and conversational texts in Dutch for
word vectors [23]. Based on the distance of word vectors, we could assess the similarity of
complaints. Therefore, when receiving new complaints, one could find a similar processed
complaint and respond to customers in a similar way.

2.2.4. Discourse Analysis

Vectorized words enable us to infer the emotions of customers from their texts, which
is also called sentiment analysis. This is a useful reference for water utility staff when
assessing customers’ attitudes and level of satisfaction. Specifically, the water utility can
also track the total sentiment score year after year to assess the service satisfaction level
(or more broadly, carry out an evolution of the politeness of the public). There are two
ways to implement sentiment analysis. We can manually mark a considerable number of
examples with a score between −1 (absolutely dissatisfied) and 1 (absolutely satisfied).
Then, using the input (vectorized words in a sentence) and output (scores), a regression
model (e.g., a support vector machine) can be trained to predict the sentiment score of
new complaints. The second way to do this is to employ a pre-trained model in which
words have been annotated with sentimental labels based on a large corpus. For instance,
in this research we adopt the open-sourced model and corpus provided by TextBlob, which
supports multiple languages, including English and Dutch [24]. The use of a pre-trained
model is preferable because it lowers the need for skilled staff to label sentiments for
thousands of sample complaints.

In addition to sentiment analysis, another key component of discourse analysis is
intent recognition. Although not every NLP project involves intent recognition, it is
vital when we need to interactively respond to a conversation (e.g., when a chatbot is
deployed). Due to the domain-specific nature of intent recognition, we have to specify the
categories of training samples manually (e.g., Appendix B). With the defined categories, the
intent recognition problem can be effectively transformed into a typical machine learning
classification problem—i.e., predicting the category to which a new complaint belongs.

2.3. Tools and Software

In this study, we utilized two Python packages, Spacy and Rasa, for conducting NLP
tasks. Spacy is an open-source software library for advanced NLP implemented in the
programming languages Python, R, and Cython [25]. Spacy makes use of a convolutional
neural network model based on the library Thinc [26] and a transition-based approach [27].
Spacy is employed in this study to perform the majority of NLP tasks, except intent
recognition. The latter was dealt with by Rasa. Rasa is an open-source contextual AI
built based on Spacy [28]. Rasa provides flexibility in creating customized and automated
interactions between humans and machines, which aligns with our goal of customizing
intent recognition. Rasa (version 3.0+) uses a new state-of-the-art lightweight, multitask
transformer architecture for NLU: Dual Intent and Entity Transformer (DIET). DIET is a
multi-task transformer architecture that is able to handle both intent classification and
entity recognition together. Readers can refer to the architecture of the DIET model for
more details [29].

3. Results

In this section, we present the findings of applying NLP to process customer com-
plaints, aiming at understanding the extent to which machines can automate textual
message processing.
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3.1. Lexical and Syntactic Analysis of Customer Complaints

The following example complaint is used in subsequent sections to explain how to
process the complaint using NLP techniques. Since the complaints were written in Dutch,
we added an English translation where necessary to make the text more comprehensible
to the reader. However, note that all analyses were performed on Dutch texts, rather than
English ones (Box 1).

Box 1. An example complaint received by the water utility WBG.

Original customer complaint in Dutch:
Geachte heer/mevrouw, Sinds het wisselen van de watermeter is de druk vrij laag. Vooral met
douchen is dit hinderlijk. Hierbij een vriendelijk verzoek om dit probleem te verhelpen.
Translated complaint in English:
Dear sir or madam, since the replacement of the water meter, the water pressure is rather low,
especially when taking a shower. Hereby we kindly request you to fix this problem.

We first conducted a lexical (word) analysis (introduced in Section 2.2.1) to identify
the lemma of each word. As we can see from Table 1, the distinction between original
words and lemmas occurs with verbs, which often have multiple grammatical aspects. For
example, the word is corresponds to the lemma zijn (to be). Next, stop words are identified
and denoted as ‘TRUE’ in the column ‘is_stop’ of Table 1. Additionally, punctuation marks
in sentences, such as commas and full stops, are also annotated, as shown in the column
‘is_punct’ of Table 1.

After the lexical analysis of words, we processed their dependency and the POS
(introduced in Section 2.2.2). The POS is shown in the column ‘pos’ of Table 1. Note that
every algorithm or model has errors. In this example text, 2 out of 32 words were labeled
with a wrong POS—namely, wisselen and vrij. Wisselen (replace) can work both as noun
(as in our example) or verb. Vrij (rather) functions as an adverb and is used to describe the
extent to which the pressure is low (as in our example). It can also mean free used as an
adjective to describe time or a product. The algorithm failed to assess the POS for vrij and
wisselen, mainly due to the coverage of similar samples in the training dataset and the order
of the words in sentences. In Dutch, inversion, which means that the order of the verb and
the subject in a sentence are switched, is frequently used. We also tested an un-inverted
sentence, De druk is vrij laag (The pressure is rather low), in which vrij can be correctly labeled
as an adverb for its POS. Although errors are sometimes inevitable, they can be further
analyzed together with word dependencies, as discussed in the next paragraph.

We applied dependency parsing (introduced in Section 2.2.2) to extract the grammati-
cal structure of a sentence—i.e., the grammatical relationship between the head words and
child words. According to the dependency tree shown in Figure 4, the customer began the
sentence with a signal adverb hierbij (hereby), followed by the request (verzoek), which was
described by a determiner and an adjective modifier. Next, the request was followed by
detailed information about resolving (verhelpen) the problem (probleem). By observing the
orientation of arcs, the connection of words is presented. Furthermore, we extracted critical
information from the sentence by examining nouns and verbs, and sometimes adverbs,
as well as their dependencies. In this instance, the primary structure of the sentence rec-
ognized by the model is hereby (signal adverb) -> request (noun) -> solve (verb) -> problem
(noun). This is a key step in machines extracting the underlying meaning of a sentence
and is also necessary for subsequent analyses, such as comparing sentence similarities or
evaluating sentence sentiments. A detailed list of dependency labels can be found in the
following reference [30].
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Table 1. Original text and tokenized text with lemma, part of speech, stop words, and punctuation.
Note that the column ‘translation’ is only added to facilitate reading by non-Dutch readers. The
translation is not needed for the lexical and syntactic analysis of the complaints.

Number Orginal Text Translation Lemma Is_Stop Is_Punct POS DEP

1 Geachte Dear geacht FALSE FALSE ADJ adjectival modifier
2 heer/mevrouw sir/madam heer/mevrouw FALSE FALSE NOUN nominal subject
3 , , , FALSE TRUE SYM punctuation
4 Sinds Since sinds TRUE FALSE ADP case marking
5 het the het TRUE FALSE DET determiner
6 wisselen change wisselen FALSE FALSE VERB modifier of nominal
7 van of van TRUE FALSE ADP case marking
8 de the de TRUE FALSE DET determiner
9 watermeter water meter watermeter FALSE FALSE NOUN modifier of nominal

10 is is zijn TRUE FALSE VERB copula
11 de the de TRUE FALSE DET determiner
12 druk pressure druk FALSE FALSE NOUN nominal subject
13 vrij rather vrij TRUE FALSE ADJ adverbial modifier
14 laag low laag FALSE FALSE ADJ ROOT
15 . . . FALSE TRUE SYM punctuation
16 Vooral Mostly vooral TRUE FALSE ADV adjectival modifier
17 met with met TRUE FALSE ADP case marking
18 douchen showering douchen FALSE FALSE AUX oblique nominal
19 is is zijn TRUE FALSE VERB copula
20 dit this dit TRUE FALSE PRON nominal subject
21 hinderlijk annoying hinderlijk FALSE FALSE ADJ ROOT
22 . . . FALSE TRUE SYM punctuation
23 Hierbij Hereby hierbij FALSE FALSE ADV ROOT
24 een a een TRUE FALSE DET determiner
25 vriendelijk friendly vriendelijk FALSE FALSE ADJ adjectival modifier
26 verzoek request verzoek FALSE FALSE NOUN parataxis
27 om for om TRUE FALSE ADP marker
28 dit this dit TRUE FALSE DET determiner
29 probleem problem probleem FALSE FALSE NOUN object
30 te to te TRUE FALSE ADP marker

31 verhelpen resolve verhelpen FALSE FALSE VERB
clausal modifier of

noun (adjectival
clause)

32 . . . FALSE TRUE SYM punctuation
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3.2. Similarity and Sentiment Analyses of Customer Complaints

We vectorized each word into a 300-long vector using a pre-trained NLP model for
Dutch texts (introduced in Section 2.2.3). The word vectors first enable the calculation of
the complaint similarity, which is mathematically defined as the geometric distance of two
vectors mapped in the 300-dimensional space. Based on the word vector, one can easily
find similar complaints in the complaint database, with a similar example being shown
below in Box 2 (similarity = 0.9). This similar complaint has been previously addressed by
a WBG employee, so the response to this complaint can be used to reply to the example
complaint (which is assumed to be a new complaint needing processing by WBG staff). In
other words, when responding to new complaints, we can relate back to formerly enclosed
cases that are similar to the new cases. In doing so, this increases the efficiency of complaint
handling to a semi-automated level. When a significant number of processed instances
accumulate, NLG models are expected to produce answer emails automatically. Although
NLG is not included in this study, we explore it as a possible future research direction in
Section 4.2.

Box 2. A complaint from the database that is similar to the example complaint shown in Box 1.

Translated complaint in English:
Dear Sir/Madam,
We have been living at xxx since October 2020.
What strikes us about the drinking water supply compared to our previous home (xxx) is that the
water pressure is much lower and that the capacity also leaves something to be desired. When two
or more users use tap water simultaneously, the pressure drops sharply. For example, taking a
shower and at the same time a toilet being flushed or the washing machine is turned on. Can you
indicate whether this can also be remedied?
I would like to hear from you.
Yours sincerely,

By using word vectors, we also conducted a sentiment analysis to extract customers’
emotions and level of satisfaction (introduced in Section 2.2.4). Figure 5 shows the dis-
tribution of sentiment scores between -1 and 1. The shape is roughly that of a Gaussian
distribution, with a slightly longer tail in the negative part (score < 0) and a high peak at
the value 0.1. This shows that the majority of customers used a neutral tone when reporting
their water problems in complaints. By comparing extremely positive and negative tones,
we discovered that the number of negative voices slightly outnumbered the number of
positive voices. A small number of customers expressed great dissatisfaction in their com-
plaints (e.g., score < −0.75, also see an example in Box 3). This is frequently the result of an
unresolved earlier issue or an unaccepted bill for a large amount. Water utilities may need
to pay close attention to these complaints to assess whether the case has been resolved well
or whether their services can be improved. When we have a longer history of complaints
(e.g., >10 years), we can also study the interannual trend of sentiment scores and determine
whether the trend meets the expectation of the water utility for their service improvement.
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Box 3. An example of a complaint with a sentiment score of −1.

Translated complaint in English:
Good day, I got really angry this afternoon about the way your staff handled our assignment.
We requested to move the water meter one meter from the kitchen to the basement. But this
assignment costs us way too much.

The majority of the collected complaints can be classified based on their intents by
NLP (introduced in Section 2.2.4). We used 5-folder cross validation to test the model
performance. The accuracy, precision, and F1-score of the test dataset (30% of the total
dataset) were 0.825, 0.802, and 0.79, respectively. These performance indicators imply that
the intents of over 80% of complaints can be correctly categorized when applying the model
to analyze new texts. Uncategorizable complaints often concern a minor topic, which is
not listed above and lacks a sufficient number of examples to support it (e.g., a customer
submitted a letter with an apology for using an aggressive tone in an earlier complaint).
On the other hand, we did not consider processing a message involving multiple topics in
this study. This is because our model does not aim to solve a multi-intent problem.

The recognized intent can assist water utility staff in processing and tracking the
reported issue. According to the intent categories listed in Appendix B, the issue with a
recognized intent can proceed to a particular department within the water utility, which is
in charge of this type of issue, potentially reducing the amount of time spent by staff who
must perform this categorization task manually.

We do not attempt to list the contents of all complaints because intent recognition is
a practical task in NLP in which each application needs to be handled particularly (e.g.,
the definition of intents). Here, we aim to show the potential value of applying intent
recognition to detect requests from users. In addition, there are no generic solutions that can
be applied in all circumstances. Instead, algorithm and model developers must customize
models practically based on the actual requirements. For instance, many water utilities are
also responsible for urban flood management and need to address complaints regarding
flooded/damaged properties. In this instance, a category pertaining to flooding and a
sufficient number of associated examples must be added to the training dataset for an intent
recognition model. In contrast to the previous tasks dealt with in this study (sentiment
analysis), for which a pre-trained model can be used, intent recognition requires building a
new NLP model from scratch, as shown in this case study.

4. Discussion
4.1. How Can Water Utilities Currently Benefit from the Latest NLP Techniques

NLP is a field of research that largely relies on DL to enable computers to understand
natural languages. Using the latest NLP approaches, we can extract the grammatical
structure of a phrase, identify the most meaningful parts of speech (e.g., transitive verbs
and their objects), and distinguish intents derived from texts. A critical component that
enables this is the conversion of words into machine-readable numeric vectors based on the
selected corpus. As we aimed to process conversational texts rather than scientific terms,
this study adopted a large general-purpose corpus trained on Wikipedia.

NLP can potentially reduce the time taken to manually process complaints. For in-
stance, using machine-aided information, a water utility employee who is responsible
for email replies can quickly grasp the main topic of a complaint by only checking the
summarized key information (see Section 3.1), understand the main request of the com-
plaint by reviewing the recognized intent (see Section 3.2), and respond by referring to a
similar complaint that has been processed earlier. However, we should also notice that
this also demands considerable efforts relating to collecting samples and feedback from
users during the process of training the NLP model. Water utilities may need to consider
the tradeoff between the effort expended in training a model and the benefit of using a
pre-trained model.
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4.2. How Will Water Utilities Benefit More from NLP in the near Future

We can anticipate that NLG will complete the cycle of NLP in facilitating interactive
communication between customers and machines in the near future. Although NLG is
not investigated in this study and is still being developed in NLP research, we can expect
it to be a beneficial tool in assisting us in understanding different situations. The real
understanding of a problem also requires additional information from customers, often
more than once. Therefore, a chatbot equipped with NLP and NLG may be expected to
be more effective at gathering detailed information. In future practical applications, we
expect that NLU will be able to comprehend key information such as the time, address, or
multiple intents of customers, while NLG can generate messages confirming information,
inquiring about the nature of the problem from the customer, or accepting/declining the
proposed request. This is a way to standardize the complaint description by including
precise time, location, problem narrative, and other relevant activities. By doing so, lots of
(repeated) work can be performed by machines, which can, for instance, enable the optimal
assignment of personnel within a water utility.

However, for the entire system to function properly, we also need the support of other
databases and models. For instance, we need a database that stores user profiles (with
personal information securely maintained by water utilities) to quickly identify recent
maintenances that can lead to this reported issue. Additionally, we also need real-time
information about ongoing or planned projects in the management area so that we can track
whether the problem is related to the project and assess the number of customers affected
in the area. Moreover, if a frequently asked questions (FAQ) database has been established
based on historical complaints and responses, the NLP should be able to search for a query
that is similar to a previous one and reply referring to the earlier response. Additionally,
vice versa, the FAQ database should also be updated automatically with new questions
that appear often. Finally, a model should determine the nature of the problem and find
the appropriate technician from the internal employee staff database who is responsible for
performing the specific type of work required for the reported particular area.

Nonetheless, we also need to accept that NLP is not a perfect solution for all problems
(at least at this stage). Due to the complexity of natural languages, expressions may
be difficult to comprehend even for native speakers, let alone machines. As a result,
we continue to require assistance from experienced staff capable of resolving complex
difficulties. It is also necessary to include a section inquiring about the satisfaction of a
customer with the automatic response. If customers are not satisfied, this implies that the
NLP model encountered a case with fewer examples available in the past that would help
the model to cope with new cases. Therefore, a human assistant can excel at this task. This
process is also referred to as human-in-the-loop or active (machine) learning. Ideally, the
more instances we use to train the model, the less expert assistance is required. However,
it is evident that are not all future situations are comparable to previous ones. Thus, it is
always advisable to have a human assistant available for ‘unexpected’ cases during the
early stage of implementing NLP models, but they will need to deal with a decreasing
number of cases as the model matures. Human-addressed instances can be stored in the
FAQ database, becoming new samples for training the model. Last but not least, this system
can also be used to instruct new water utility employees, allowing them to become familiar
with business issues and standardize their responses to customers.

5. Conclusions

We demonstrated that natural language processing, as an interdisciplinary field com-
bining linguistics and deep learning, is an effective tool for automating text processing.
When applied to a case study involving customer complaints about urban water-related
problems collected by the water utility WBG, NLP models were able to carry out multiple
tasks to enable more efficient operations to replace repetitious and laborious work that
generally has to be conducted by human operators. Our analyses yielded the following
conclusions:
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1. Via a lexical analysis, it was determined that NLP can remove unnecessary words and
symbols and determine the lemmas of essential words in customer complaints. This
implies that current NLP techniques are capable of analyzing words in sentences and
extracting key information in terms of words.

2. Via a syntactic analysis, it was determined that NLP can address the relationship
between words as well as the functionality of words. Therefore, syntactic analysis
is more useful when attempting to extract structured information—for example, for
identifying the detailed information (e.g., location, time) of a water problem or a
request.

3. Both lexical and syntactic analyses can be undertaken manually by humans. However,
recent advances in deep learning enable machines to (partially) perform these activities
in place of humans. The key component is word vectorization, which represents
words as numerical vectors in a high-dimensional space. Using machine-readable
vectors, similar information can be detected; sentiments can be analyzed; and, more
importantly, intents can be recognized.

4. This study presents a fundamental investigation of applying NLP to automate text
processing for the water sector. With the anticipated research outcomes of NLP in the
future, NLP will be able to automate text processing further and more deeply, includ-
ing text generation, interaction with humans, and connection to digital databases.

Author Contributions: Conceptualization: X.T., I.V. and P.v.T.; methodology: X.T. and S.P.; validation:
X.T. and I.V.; formal analysis: X.T.; resources: I.V.; writing: X.T., L.T., I.V., P.v.T. and S.P.; visualization:
X.T. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the joint research program of the Dutch and Flemish water
utilities (BTO).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Due to confidentiality agreements with the Dutch Water Utilities that
funded this research project, the supporting data and code are not available to share (due to private
information of clients). Text examples used for training the NLP model have been specially processed
and shared in Appendix B.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

BERT Bidirectional Encoder Representations Transformer
DIET Dual Intent and Entity Transformer
DL Deep Learning
FAQ Frequently Asked Questions
NLG Natural Language Generation
NLP Natural Language Processing
NLU Natural Language Understanding
POS Part of Speech
WBG Waterbedrijf Groningen (Water Utility Groningen)



Water 2022, 14, 674 13 of 15

Appendix A

Water 2022, 14, x FOR PEER REVIEW 13 of 15 
 

 

Data Availability Statement: Due to confidentiality agreements with the Dutch Water Utilities that 
funded this research project, the supporting data and code are not available to share (due to private 
information of clients). Text examples used for training the NLP model have been specially pro-
cessed and shared in Appendix B. 

Conflicts of Interest: The authors declare no conflict of interest. 

Appendix A 

 
Figure A1. An example of a complaint form designed by the WBG for collecting customer com-
plaints (adapted from the website of WBG: https://waterbedrijfgroningen.nl/, accessed on 17 De-
cember 2021). Subject categories include payment, water meter reading, water meter replacement, 
malfunction, construction of main lines, moving houses, maintenance, connections, and planned 
projects. 

Appendix B 
Below we show selected examples used for training the NLP model, details about the 

full dataset can be found in English (https://xintian7.github.io/Publication-NLP-
2022/complaints_sample_english.txt, accessed on 17 December 2021) and in Dutch 
(https://xintian7.github.io/Publication-NLP-2022/complaints_sample_dutch.txt, accessed 
on 17 December 2021). Note that the problem statement may sound not natural to a native 
English speaker due to the language difference. However, we attempt to keep the original 
word order and show their direct translation below. Also note that these examples can be 
complete sentences or just a semantic component (e.g., noun phrases and verb phrases).  

Training dataset I—request for repair or replacement 
(1) Please replace the meter. 
(2) With this letter, I want to make an appointment for the installation of a new water 

meter. 
(3) would like to have a new meter installed 
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(1) I would like to see this refunded to my account 
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Figure A1. An example of a complaint form designed by the WBG for collecting customer complaints
(adapted from the website of WBG: https://waterbedrijfgroningen.nl/, accessed on 17 December
2021). Subject categories include payment, water meter reading, water meter replacement, malfunc-
tion, construction of main lines, moving houses, maintenance, connections, and planned projects.

Appendix B

Below we show selected examples used for training the NLP model, details about
the full dataset can be found in English (https://xintian7.github.io/Publication-NLP-20
22/complaints_sample_english.txt, accessed on 17 December 2021) and in Dutch (https:
//xintian7.github.io/Publication-NLP-2022/complaints_sample_dutch.txt, accessed on
17 December 2021). Note that the problem statement may sound not natural to a native
English speaker due to the language difference. However, we attempt to keep the original
word order and show their direct translation below. Also note that these examples can be
complete sentences or just a semantic component (e.g., noun phrases and verb phrases).

Training dataset I—request for repair or replacement

(1) Please replace the meter.
(2) With this letter, I want to make an appointment for the installation of a new water

meter.
(3) would like to have a new meter installed

Training dataset II—request for investigation about payment

(1) I would like to see this refunded to my account
(2) This is a repair of the water company itself, so these costs are not on me.
(3) For the above reasons, I hereby object to the imposed administration costs and do not

agree to payment.

Training dataset III—request for investigation of water leakage/noise

(1) Our water meter beeps very annoyingly.
(2) I have a lot of water at the meter behind the front door.
(3) There is also a leakage from the main water tap.

Training dataset IV, request for investigation of water pressure issue

(1) a fairly low water pressure
(2) reduced water pressure
(3) We currently have no water.

Training dataset IV, request for investigation of water quality issue

https://waterbedrijfgroningen.nl/
https://xintian7.github.io/Publication-NLP-2022/complaints_sample_english.txt
https://xintian7.github.io/Publication-NLP-2022/complaints_sample_english.txt
https://xintian7.github.io/Publication-NLP-2022/complaints_sample_dutch.txt
https://xintian7.github.io/Publication-NLP-2022/complaints_sample_dutch.txt
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(1) The water from the tap was brown and sandy.
(2) As of today, tap water smells and tastes strange.
(3) The water has a strange metallic (copper) smell.
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