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ABSTRACT: Identifying environmental polymers and micro-
plastics is crucial for the scientific world, environmental agencies,
and water authorities to estimate their environmental impact and
increase efforts to decrease emissions. On the basis of different
spectroscopy techniques, e.g., laser-directed infrared imaging and
Raman spectroscopy, polymers can be observed and represented as
spectroscopic signals. The latter can be further analyzed and
classified by data science, in particular, machine learning (ML).
Past studies applied a variety of ML models to identify polymers
from small or large data sets. However, a comprehensive
comparison of multiple models across different data set sizes is
still needed, which is presented in this study. Furthermore, we also provide a practical data augmentation technique to generate
synthetic samples when only a limited number of samples are available. Our results show that the ensemble ML model, compared to
neural network models, takes the least training time to achieve the best performance, i.e., a classification accuracy of 99.5%. This
study provides a generic framework for selecting ML models and boosting model performance to accurately identify polymers.
KEYWORDS: microplastics, polymers, LDIR, ensemble-supervised learning, deep learning, data science

1. INTRODUCTION
Polymers, including microplastics, are ubiquitous in the
environment. The new European Drinking Water Directive
came into force on January 12, 2021. European Union (EU)
member states must transpose the provisions of the revised
drinking water directive into their national laws and
regulations. Article 13 of the new directive refers to a “watch
list” of substances to address growing concerns about new
compounds, including explicitly microplastics (MPs), with
respect to human health through drinking water. In the United
States, the State of California also addresses microplastics in its
legislation (Senate Bill 1422).1 Therefore, reliable methods for
identifying polymers and microplastics are needed. Methods
describing how to detect nano- and microplastics in the
environment include Fourier transform infrared (FTIR)
spectroscopy,2,3 Raman spectroscopy,4,5 laser-directed infrared
(LDIR) spectroscopy,2,6,7 and thermogravimetric analysis
(TGA)/pyrolysis.8,9 Comprehensive reviews can be found in
refs 10 and 11. With spectroscopic methods, polymers are
identified mostly through comparison with reference spectra
from existing libraries. However, most of these spectra are
those of pristine polymers that lack the typical characteristics
of polymers that have been exposed to the environment (i.e.,
degradation through aging and weathering). These effects can
alter infrared spectra. Signal intensities change, and additional
peaks appear due to the formation of new functional groups

(e.g., hydroxyl) in the polymers.12 This problem can be
addressed by adding spectra of weathered polymers to the
database.13,14 However, it is also important to quantify the
minimal number of samples required by numeric approaches
to distinguished polymers.15

Machine learning (ML) models, especially deep neural
network (DNN) models, have gained popularity and proven
their efficacy in identifying the properties of microplastics,16−20

minerals,21−24 and organic samples.21,22,25 Using LDIR, FTIR,
or Raman spectroscopic signals, ML can classify various
patterns.19,20,23,24,26,27 Several studies trained ML models using
a large data set, e.g., more than 10 000 samples.21,22,28

Therefore, the performance of classification models is typically
good, with an accuracy of ≤0.98.25 On the contrary, due to the
wide selection of ML algorithms, a few studies also examined
and compared conventional ML models (e.g., k-nearest
neighbor), ensemble ML models, and neural network
models.24,25,29 Noticeably, comparisons were mostly done
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with the data sets of a given size but did not assess model
performances using different sizes. This implies that a
comprehensive comparison of models with different data set
sizes is needed to identify the most appropriate model, given
that laboratories usually have different data set sizes for
polymer analysis.
Even though ML and DNN models are often trained with a

large data set, if there is a large number of categories, some
might be underrepresented in terms of the number of spectra
available per category.23 Moreover, data imbalance is also
commonly observed in reported studies. In ref 20, an ensemble
ML model was developed to address data imbalance. However,
when the entire data set is small (e.g., <300 samples in total),
no ML model is capable of accurately classifying all
categories.22,29 To tackle this issue, data augmentation is
often an effective technique used to generate synthetic
samples.30,31 For instance, the bootstrap method can be
adopted to quantify the uncertainty range of prediction
accuracy and evaluate identification criteria.15 Such a method
with synthetic samples also has the potential to improve model
performance, commonly in deep learning applications.32,33

Our study aims (i) to propose a data augmentation method
to generate replicate spectra of polymers in cases in which only
a small data set is available, (ii) to compare models with
different sizes of data sets (from 10 to 100 samples per
category), (iii) to propose a framework to determine the most
appropriate model and the smallest number of samples needed
for classification of polymers, and (iv) to provide a visual
transformation, with polarized coordinates, for both algorithms
and laboratory analysts to examine the spectra of polymers
more easily. To illustrate the approach and performances, a
case study identifying 210 samples across 10 polymers is
presented.

2. MATERIALS AND METHODS
This study considers a small data set consisting of 210 original
samples for 10 polymer classes, eight of which are micro-
plastics. Synthetic samples (≤1000) were generated to improve
the model performance. Both data sets were processed as one-
dimensional (1D) or two-dimensional (2D) signals for training
four models. All models were trained using synthetic samples
and evaluated using original samples, in terms of accuracy,
precision, recall, and computation time. The detailed design of
this research is shown in section S1 of the Supporting
Information.
2.1. Measurement, Analysis, and Quality Assurance

of Original Samples. Samples were analyzed using the
quantum cascade laser (QCL)-based Agilent chemical imaging
LDIR system, with wavenumbers from 975 to 1800 cm−1 and a
resolution of 0.5 cm−1. In total, spectra of 210 particles from
various Dutch aqueous matrices (drinking water, surface water,
and effluent) and the software’s original database (Agilent
Clarity version 1.4.10) were used in this study. Details about
sampling, sample preparation, and chemicals can be found in
previous studies.6,29

2.2. Data Processing. 2.2.1. Synthetic Samples Gen-
erated by Data Augmentation. If the trade-off between the
model performance and the computational burden is taken
into account, N synthetic samples per polymer class were
generated on the basis of data augmentation, where N = 10, 20,
30, 40, 50, 75, or 100. In doing so, we attempt to find a Pareto
optimal solution, yielding a satisfactory model performance
with a reasonably short training time. Specifically, we

resampled the replicate spectra by (i) randomly picking two
observed spectra of the same specific polymer, V1 and V2, (ii)
setting two random weights, w1 and w2 (s.t. w1 + w2 = 1), (iii)
calculating the weighted sum, w1V1 + w2V2, as the new spectra,
and (iv) repeating the first three steps N times. Details are
provided in section S2 of the Supporting Information.
2.2.2. Training, Validation, and Test Data Sets. The

original data set was adopted as the test set to evaluate the
model performance, while the synthetic data set was used for
training and validation, specifically: training set, a random 70%
of the synthetic data set (0.7N samples), used to optimize
model parameters to fit the model; validation set, the
remaining 30% of the synthetic data set (0.3N samples),
used to evaluate or tune model hyperparameters; and test set,
the entire original data set (210 samples), used to unbiasedly
assess the model performance after completion of training. The
model performance on the test set (hereafter termed model
performance) is measured by four indicators (introduced in
section 2.4).
Note that the (pseudo)randomness used to divide the

training and validation sets was based on the same randomness
seed. In other words, all proposed models were developed
using the same training and validation sets with a given N,
allowing for a cross-model comparison.
2.2.3. Conversion of Coordinate Systems. Initially, all

spectra were normalized and represented in a Cartesian
coordinate system. Such sequence data can be used directly for
training machine learning and one-dimensional convolutional
neural network models (see section 2.3). Additionally, a new
approach is proposed to transform the Cartesian coordinates
into polar coordinates, as 2D images. These images were
required to train 2D convolutional neural network models (see
section 2.3). This study also presents a quick and
straightforward way of transforming the 1D vector signal into
a two-dimensional image. Specifically, the wavenumbers (975−
1800 cm−1) were mapped to 0−360°, and the normalized
absorption rate became the magnitude of the polar
coordinates, with the color intensified by the value of
absorption. Details are provided in section S3 of the
Supporting Information.
2.3. Models. This study adopted four widely used models

to identify polymers on the basis of their spectra. The first
model is one of the simplest machine learning models coupled
with the random subspace method.34 The other models
contain 1D and 2D CNN layers.35 Additional details about
these models can be found in ref 36.
2.3.1. Model 1: SubKNN. Model 1 is a k-nearest

neighborhood coupled with the random subspace (SubKNN)
method. This model was compared with a collection of
conventional (ensemble) machine learning models in ref 29
and showed the best performance (accuracy of 90%). Note
that SubKNN uses a nonparametric KNN method that can
classify samples by computing distance and voting for short-
distance neighbors, while the random subspace method is
added to KNN to improve performance by randomly selecting
inputs for training the KNN model.37,38

2.3.2. Model 2: 1D-CNN. The 1D-CNN was simplified from
the model architecture proposed in ref 23. Section S4.1 of the
Supporting Information provides the details of the model
architecture, which consists of a sequence input layer, four 1D-
CNN layers, corresponding activation and normalization
layers, a fully connected layer, and a classification output layer.
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2.3.3. Model 3: 2DCNN-Shallow. Model 3 is a shallow 2D-
CNN architecture, including an image input layer, three 1D-
CNN layers, corresponding activation and normalization
layers, a fully connected layer, and a classification output
layer. Section S4.2 of the Supporting Information provides the
details of the model architecture.
2.3.4. Model 4: 2DCNN-deep. Model 4 was built on the

basis of transfer learning. The open-source GoogLeNet is a 22-
layer deep neural network model trained and assessed using
ImageNet.39 Model 4 adopted GoogLeNet as the pretrained
model by modifying the size of the last CNN layer and the
output layers to fit the number of polymers that need to be
classified in this study. Section S4.3 of the Supporting
Information provides a diagram of the layers involved in the
GoogLeNet, and readers can refer to ref 39 for further details.
2.4. Assessment of Model Performance. The model

performance is evaluated by three performance indicators,
namely, accuracy, precision, and recall. Accuracy stands for the
ratio of all correctly identified samples to all samples, precision
for the ratio of correctly identified samples to all of the samples
predicted as a specific polymer class, and recall for the ratio of
the correctly identified samples to all of the actual samples of a
given polymer class. Because they are commonly used in
machine learning applications,40 readers can find their detailed
definitions in section S5 of the Supporting Information.
2.5. Simulation Settings. By crossing four models and

seven values of N, we performed 28 simulations on a compact

graphics card (NVIDIA T600) with 640 CUDA cores, based
on Intel Core i7-9750H @2.60 GHz. The model parameters
used to run simulations are given in section S6 of the
Supporting Information. An extra benchmark simulation was
also performed to evaluate the use of synthetic samples, which
trained model 1 using the original data set. Note that the
benchmark was 5-fold cross-validated.

3. RESULTS AND DISCUSSION
This section details the performances of 28 simulation models.
It should be noted that all models were trained on N synthetic
samples and assessed on the original samples. The latter is
presented in this section. On the basis of the cross-comparison
of model performances, we also provide recommendations for
selecting models, boosting performance with synthetic data,
and adapting the proposed method to other applications.
3.1. Model Performance. 3.1.1. Comparison of Different

Models. As shown in Figure 1, the maximum accuracy,
precision, and recall values for the four adopted models are all
>0.94, when the models are trained with 100 synthetic
samples. This implies that each of these models can accurately
identify polymers with a 6% false alarm rate at most. The best
model with an accuracy score of 0.995 (i.e., model 1 trained on
40 synthetic samples) has only one misclassified sample. In
other words, this model is the most suitable one for classifying
polymers on the basis of spectral signals. Additionally, although
the model architecture of models 1 and 2 is simpler than that

Figure 1. Performances of four adopted models. All of the models were trained on N synthetic samples per class (N = 10, 20, 30, 40, 50, 75, or 100)
and tested on 210 original samples. A benchmark value for reference was computed on the basis of the SubKNN model trained and tested on the
original samples. The model performance is presented as (a) accuracy, (b) precision, and (c) recall.
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of models 3 and 4, the former two outperform the latter two, in
terms of all performance indicators.
3.1.2. Model Performance Impacted by the Number of

Spectra in Training Sets. In addition, Figure 1 demonstrates
that the number of training spectra (the x-axis) has a
significant impact on the model performance. The perform-
ance of all models increases as the number of samples
increases, with only a few exceptions between 30 and 50
samples. In other words, optimal model performance can be
jeopardized if models are trained with few samples.
Models 1 and 2 can be distinguished from the other two on

the basis of their performance. Model 2 outperforms model 1
only when the model is trained on a small data set (<20
samples), whereas model 1 performs best as the number of
samples increases beyond 30. Model 1 achieves the best
performance with 40 samples, whereas model 2 converges to
the same value with 100 samples. Section S7 of the Supporting
Information shows the classification results on the basis of
model 1 and different sample sizes. Similarly, model 3
marginally outperforms model 4 only when trained on a
small data set, but both models seem to require more samples
to improve performance. Considering the computation time
and the fact that the optimal performance can be achieved by
models 1 and 2, model training with more than 100 samples
per polymer class was not necessary in this study.
3.1.3. Compared with the Benchmark. The benchmark

simulation was conducted using model 1, trained, and cross-
validated on the basis of the original data set with 210 samples.
Figure 1 shows the benchmark as a reference line. In general,
using 50 samples or more per polymer class can result in a
performance that is better than the benchmark, for all of the
models. In particular, model 1 (the most appropriate model)
requires only 20 samples or more to outperform the
benchmark. This is due to the uneven distribution of 10
types of polymers in the original data set (see section S2 of the
Supporting Information). It implies that it is more effective to
improve the model performance by adding (synthetic or newly
observed) samples to classes with extremely few samples.

3.1.4. Training Time. Figure 2 shows the training time as a
function of data set size. Models 1 and 2 take up to 9.5 and
46.8 s, respectively, for training models, whereas models 3 and
4 take up to 25 and 42 min, respectively. Though the longest
period (42 min) is still relatively short, it is important to
consider future applications in which the model is used to
classify thousands of polymers in an online learning mode,
where the model needs to be trained repeatedly with added
samples of new polymer types. With regard to the training
time, model 1 is still an appropriate approach.
3.2. Discussion of Model Selection. Even though deep

learning (DL) has attracted considerable attention in academia
and industry over the past few years and has driven artificial
intelligence to a new phase, it does not imply that DL can
replace conventional machine learning models in every
application. In particular, as in this study, DL models require
a long training time and more samples to reach comparable
performances. This is because DL is often implemented with
thousands of samples, e.g., images with context information
(not in our case). On the contrary, for application of machine
learning models to other applications similar to this study, first
testing a simple ML model instead of directly using a DNN
model is recommended.
3.3. Discussion of Enhancing Model Performance. In

principle, the use of synthetic samples is intended to enlarge
data sets and improve model underfitting. This study presents
an effective way of synthetically augmenting data, based on the
fact that the spectroscopic signals of each polymer showed
remarkably distinctive characteristics.
3.4. Implications for Polymer Classification. Our

approach can also be applied to other types of spectral data,
e.g., ultraviolet, Raman, FTIR, and mass spectra. One or several
machine learning and/or deep learning models can be
evaluated to determine the most appropriate in terms of
performance versus computing time and complexity. If the
performances of the model are still below what is deemed to be
satisfactory, the data augmentation strategy presented here can
be used to incrementally generate synthetic samples and find a
threshold value for optimal performance.

Figure 2. Training times of four adopted models.
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The model performance also depends on data quality. In this
study, the only misclassified spectrum was that of a
polyurethane (PU) sample whose spectrum was significantly
different from other PU spectra. Upon more detailed
inspection, these differences are likely due to errors during
the acquisition. Such quality assurance of samples is also
recommended when applying the model to other cases because
data quality impacts the model performance as much as data
quantity.41

In conclusion, this study sought an effective method of
identifying environmentally exposed polymers on the basis of
their mid-infrared spectroscopic signals measured by LDIR.
The following findings can be drawn from this investigation.
(1) The simplest model can still be effective. In our case

study, a simple sub-KNN model achieved a better model
performance than the other three CNN models, with the
shortest training time.
(2) The number of (high-quality) samples is a crucial factor

for training models. Given our small data set, the proposed
data augmentation technique resulted in a remarkable
performance improvement.
(3) Although the 2D-CNN models are not optimal for this

case study, they seem more useful in dealing with multidimen-
sional spectroscopic signals. Future studies will further
investigate their applicability.
(4) Our method also applies to the classification of various

polymers whose spectroscopic signals are measurable and of
high-quality preparation.
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