
Citation: Zanutto, D.; Michalopoulos,

C.; Chatzistefanou, G.-A.;

Vamvakeridou-Lyroudia, L.; Tsiami,

L.; Glynis, K.; Samartzis, P.; Hermes,

L.; Hinder, F.; Vaquet, J.; et al. A Water

Futures Approach on Water Demand

Forecasting with Online Ensemble

Learning. Eng. Proc. 2024, 69, 60.

https://doi.org/10.3390/

engproc2024069060

Academic Editors: Stefano Alvisi,

Marco Franchini, Valentina Marsili

and Filippo Mazzoni

Published: 4 September 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Proceeding Paper

A Water Futures Approach on Water Demand Forecasting with
Online Ensemble Learning †

Dennis Zanutto 1,2,* , Christos Michalopoulos 1,3 , Georgios-Alexandros Chatzistefanou 1,4,
Lydia Vamvakeridou-Lyroudia 1,4, Lydia Tsiami 1,3 , Konstantinos Glynis 1,5, Panagiotis Samartzis 6, Luca Hermes 7,
Fabian Hinder 7, Jonas Vaquet 7, Valerie Vaquet 7,8 , Demetrios Eliades 8 , Marios Polycarpou 8,
Phoebe Koundouri 9,10,11,12,13 , Barbara Hammer 7 and Dragan Savić 1,4
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Abstract: This study presents a collaborative framework developed by the Water Futures team of
researchers for the “Battle of the Water Demand Forecasting” challenge at the 3rd International WDSA-
CCWI Joint Conference. The framework integrates an ensemble of machine learning forecasting
models into a deterministic outcome consistent with the competition formulation. The water demand
trajectory over a week exhibits complex overlapping patterns and non-linear dependencies to multiple
features and time-dependent events that a single model cannot accurately predict. As such, the
reconciled forecast from an ensemble of models exceeds the performance of the individual ones and
exhibits higher stability across the weeks of the year and district metered areas considered.

Keywords: machine learning; ensemble forecasting; water demand forecasting; district metered areas;
deep learning

1. Introduction

Accurately forecasting short-term water demand enables water utilities to make in-
formed operational decisions and ensure an efficient and continuous water supply. A wide
array of methods and techniques exist in the literature to model urban water demand [1].
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The water consumption patterns are influenced by multiple factors, such as the area charac-
teristics (e.g., city center vs. rural), seasonality, weather and time-dependent events (e.g.,
water leaks), and societal habits (e.g., holidays), and no single framework has yet emerged
as universally superior. Moreover, water utilities’ specific needs (e.g., resolution, lead time)
can only be satisfactorily addressed by tailored models.

Aware of the limitations of any single forecasting methodology, the Water Futures
(https://waterfutures.eu/ (accessed on 30 March 2024)) approach is distinguished by its
integration of multiple models developed by experts from diverse research fields (civil
engineering, economics, machine learning, and control). This collaborative effort is tailored
to address the practical challenges of the Battle of the Water Demand Forecasting (BWDF),
hosted during the 3rd International WDSA-CCWI Joint Conference.

2. Context and Data

The goal of the Battle of the Water Demand Forecasting (BWDF) is to produce the
best water demand forecast for 10 district metered areas (DMAs) of an undisclosed city in
Northern Italy, with an hourly resolution over a one-week horizon. The forecasts’ quality is
evaluated independently for each DMA on three Performance Indicators (PIs): (i) Mean
Absolute Error in the first 24 h, (ii) Maximum Absolute Error in the first 24 h, (iii) and MAE
for the remainder of the week. The evaluation is conducted across four distinct weeks; at
every assessment, T weeks of raw measurements on the net DMA water consumption and
T + 1 of weather observations (rain, temperature, humidity, and windspeed) with an hourly
resolution are disclosed, and the water demand of week T + 1 has to be forecasted (the
additional weather week can be trusted as perfect information).

3. Methods

The Water Futures framework produces a deterministic water demand forecast com-
bining an ensemble of models of different natures. The core concept revolves around the
idea that for each DMA and part of the week (first day vs. rest of the week), there is a
model, or a combination of, that best performs on forecasting that signal. The strategy to
select and combine the models can be static or dynamic (online). To ensure impartiality,
a batch of testing data is extracted upfront. The models’ performance on it guides the
final model selection for the upcoming week’s forecast. To accommodate the substantial
differences between the models, the input pre-processing is integrated as a component of
the model itself. This section highlights the key attributes of the more sophisticated models;
for the full list, see [2].

3.1. Gradient Boosting Models

LightGBM [3] and XGBoost [4] are two algorithms that implement gradient boosting,
usually employing regression trees as weak learners. They sequentially introduce new
learners to correct prior errors, systematically minimizing a loss function to enhance
prediction accuracy over iterations.

LightGBM excels in processing large datasets and grows the decision trees leaf wise,
i.e., it focuses on the nodes that lead to the most significant reduction in loss, enhancing both
computational efficiency and model accuracy. In contrast, XGBoost employs a level-wise
growth strategy, exploring all possible splits at each level, which might reveal different
data patterns. Both models share similar input features for training, including rolling
statistics, lagged values, seasonality indicators, weather data, and outputs from simpler
forecasting models.

These two algorithms are particularly effective for complex time series forecasting, like
water demand, offering advantages such as interpretability, inherent handling of missing
values and categorical variables, and built-in overfitting prevention.

https://waterfutures.eu/
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3.2. Wavenet

WaveNet [5] is a deep convolutional neural network consisting of two main com-
ponents: (i) a stack of one-dimensional convolutions and (ii) a multilayer perceptron
(MLP). The convolutional part employs causal convolutions with a receptive field of
32 h. This single-step prediction is extended to a multi-step forecast of one week in an
autoregressive fashion.

To counteract overfitting and enhance the model’s robustness towards missing data,
we employ dropout regularization [6]. This regularization technique is applied uniformly
throughout the model; instead of masking individual input features, as commonly per-
formed, it masks random temporal segments of different lengths of the input time series.

3.3. Ensemble Reconciliation Strategies

Ensemble reconciliation strategies (ERSs) aim to refine multiple model forecasts into
an optimal deterministic forecast by evaluating models based on past performance and
ground truth data. These strategies select a subset of top-performing models, re-train
them on the full dataset, and combine their forecasts for the upcoming week. ERSs can
be categorized into two types: selecting the best model from the past w weeks or combin-
ing forecasts from the top models. While more dynamic strategies could be considered,
such as choosing models based on similarity to the upcoming week, they require more
comprehensive datasets.

4. Experimental Settings

Most of the decisions and settings have been tailored to maximize the performance at
the BWDF. However, the Water Futures framework could be adapted to other contexts and
problem formulations. The testing dataset comprises the four weeks before the one to be
forecasted, assuming that the preceding month is a reliable indicator, on average, of a model’s
prospective performance in the coming week. A suitable evaluation scheme must (i) be
suited to the time series properties of the data, (ii) avoid data leakage for an appropriate
comparison between models, and (iii) be feasible with the limited dataset available.

Thus, we leveraged the test-then-train scheme, which is frequently used in online or
stream learning by the machine learning community [7,8]. Splitting data into independent
train and test sets is not feasible when the data distribution changes over time. Thus, we
employ data up to time t for training and testing on the next observed sample (t + 1). In the
following step, the model is updated with the newly acquired sample (t + 1) and tested on
t + 2, and this cycle continues. This yields an unbiased estimate of the model’s performance
throughout the considered stream. We consider a test batch one week at a time, according
to the formulation of the challenge. During model development, the process is carried out
for 52 weeks of the training dataset to avoid bias towards any season.

Multiple trainings with different initialization seeds are run for the non-deterministic
models. Moreover, different versions of LGBM varying in the input dataset are trained.

Several strategies have been tested, but the chosen ERS averages the forecasts of the
five best models.

5. Results

The gradient boosting family of models is the best performing, with WaveNet follow-
ing, but it still shows more skills than the benchmark (Table 1). The ERS combines these
five models in a single deterministic forecast that outperforms the individuals, proving that
the ensemble methodology adopted here is beneficial.
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Table 1. Average performances (L/s) of the five best models, the benchmark (rolling average), and
the chosen ensemble reconciliation strategy (average of the five best models) during training.

PI Rolling
Average

LGBM
Robust

LGBM
Simple

LGBM
SimpleV2 XGBOOST WAVENET ERS

Mean AE-24h 1.286 1.080 1.078 1.099 1.102 1.226 1.044

Max AE-24h2 4.040 3.550 3.530 3.596 3.639 3.912 3.460

Mean AE 1.163 1.069 1.067 1.073 1.083 1.197 1.016

6. Conclusions

In this work, we introduced a collaborative framework that combines multiple machine
learning forecasting models and applied it to the “Battle of the Water Demand Forecasting
(BWDF)”, an urban water demand forecasting challenge hosted during the 3rd International
WDSA-CCWI Joint Conference. Our findings indicate that the gradient boosting family
(e.g., LGBM) is particularly effective for predicting water demand across most DMAs and
throughout the week. Despite their effectiveness, no single model can fully capture these
complex patterns. The ensemble reconciliation strategy (ERS) enhanced performances (the
ensemble consistently beats the individual models) and stability across the evaluated weeks
and the DMAs.
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